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Abstract The Naive Bayes classifier(NBC), with its solid foundation in probability theory, exhibits sig-
nificant classification advantages when dealing with datasets containing uncertain features and noise in-
terference. With the increasing complexity of social data, the method of measuring prior probability
based on proportion has to some extent limited the performance of Naive Bayes classifiers. The construc-
tion of prior probabilities is an important issue in Bayesian classification research and a crucial factor in
determining the accuracy of Naive Bayes classification. How to effectively estimate and construct the
highest priority probability has gradually become a research topic of concern for scholars. Therefore,

this article introduces ¢-distribution variation and adaptive weights to improve the individual update for-
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mula of Hippopotamus Optimization Algorithm (HOA). Based on this improvement, an optimization
approach is proposed, which integrates the optimized algorithm with the construction of Bayesian opti-
mal priors using both training and testing samples. This method has achieved superior classification per-
formance. The specific process is to collect system data and divide it into training set, validation set, and
test set. The model parameters obtained from the training set are used as the initial input for the Bayes-
ian classifier in the validation set. Then, with classification accuracy as the objective function, the im-
proved Hippopotamus Optimization Algorithm is used to search for the Bayesian optimal prior in the val-
idation set. Finally, the optimization result is used as the prior in the test set to obtain the classification
accuracy. The proposed method was tested by switching circuit system simulations and compared with

other mainstream classification algorithms. The results showed that the proposed method exhibited high

classification accuracy.

Key words Naive Bayes classification,

tion probability, data classification,

51

il

A4 B AREUEE B ALK, B iy ML
BRI A2 2 M 5 18 B0 1S Aoy A A58t Ak B 23 B
X SE R 47 O A A E L A BIE R A
23R JE I HE S 3 SR BORAE S B 42 48 45
) — TG B R, Ol AR AR BETE H 40
B B AT RSB E 2R AL RE
75 B s N AE R R AR AR 2 b BB O e 2R i BE T o)
e AL e R T 23 A B 41 U S Y R AL AE 2R
WEFE R or BRIz B T4 A G, an 2R )
R B Gur gt A T AR o B 2
BE& ARG Hr 1) T

MA TR ARG K JL4E L HF 1
AL PR A e kg 451 R RS 2 DL i S 4y
2% (Naive Bayes classifiers NBC)™ &, H v fp
F DU ST 23 248 4 i T ME 30 B0 1A IR S 0 B
filt » B8 f% A BN 4 5 1 R MR BSCHRE Ol T A ) 2
LN €/ SPERERP R | S IR/ €/ SR DN B )
A AT A o P ol LA 52 2 5 9 ke B RO
FRB B B (4 52 2 PR 2 0 Pk S W 1S L X 43
BT R A Bk B . AN R DL 3 2 A R HE
AR OL S B 2= B MR A 2 —. ARk,
BT ANR DU 37 53 28 2 A BESEA W IR A AN AL
TEAL GE SUBIBAS T F 000 iR S I8 7E 7 2% U an AL
Mg g AR A U RS SR T A A v
E R N o e D SN - N B )
AT RN ER DU BT 4 24 5 AR 256 2 o) 45 48

hippopotamus optimization algorithm,

first priority verifica-

improvement strategy

T T R A T TR A A% SR g R 2 W i, T
TR S 1 22 A I SR O R AT A% S e R
2% % Ruan % AN G811 RRAE AL A | 36
T2 WA R DL 7 SOAS Jp 2R A8 S 11 1 — BT 10
SRR AL s Kim 2 BB T hR& 2
] 7 OC R BB ME L S th T — RO i 2 AR B AR N
T3 25 2% 5 Reddy 2550 (8 T I 46 47 20DAGIE A2 B
S5GRNR DU Jr o3 SR B B2 0 T —Fh A3 A AR 4
%5 (distributed denial of service, DDoS) I¢ 7 /™ &
PR 2% fift fife e 7 58 T TR DU AR 25 DDoS Yot it i
505 Zhang 557 H2 T — Rl RE T UL ST i 4y
M B AR 2 M 4325 07 1k FE N SR M) & ML (support
vector machine, SVM) | i HL #R #k (random forest,
RF) 4325 5 0] I # (classification and regression
tree, CART) &5 J5 ¥4 B9 XF b b A 25 38 45 09 300
Balaji % fff FH — Fh o7 (14 2 25 P 0 530 1 0K 43 51
IR AE L RIS Al AN 3R DL $r 43 R 8 R AT B2 ks
2,85 14y B b 4 B 4 W 4 (fully convolu-
tional networks, FCN) 1 SegNet K ¥ & 6. 5%
8. 70, ST AN DL 3 43 28 88 7E 2> TN 1Y
J7Z IR 25 4 DL 3 5 ) o AR
Bl AN 3R DL 3y 73 28 4% 18 2 S TR 2 0
JHRR ARG, 22 F AT & B, kD 2R DL 387 43 25 2% 7
TET Xof A A [ A7 75 52 2% 43 A1 G AR A 5 al B i, 4326
PEREETEZ R, o 1 5a IR ixX — R, R 55 35 11 JF R
TRR eI MR (3R A2 B 76 o SRS 4 b A
THAI I3 A, ok $2 TH AN R DLt 37 43 2 4 A R 4R
AE. S ME A A Oy DU 307 4 W7 0 B ik, B HE R T



5

AR LA T SR A DL ST A SR BRI A 71

I3 R4 R HE A P A AT SR PRG035
BEARHEAT #E— 20 B IR R W FE , ON HEZh AN R DL - 2
oy anPERESR TH Y SC B T AE. T ARk, 2 E AT AL
DRV Se 3 WE 22 10 1 T 3 R AT 52 4 A AR 4 4
SE IV 7 5 1 B 5 2R R A e e L LA
P o KA PERE. A E NN TR 2 8 IR IT &
B 36 P8 1 LSS 5, FL A, Llorente %7448 T
3 BRABLER 1Y 51 6 SRR A (] 7 N HC A A5 A R 9 v 1Y
VEFT 5 Villa 2550 FE B0 R i 2 15 0 F il i KL 0%
(Kullback-Leibler divergence) 3 3 # 4 4~ 5% A i)
(B2 8, DT B 5 B X AN ] 485 8 11 5 3 ot 40 AR
R Trang %5 FIAM) 58 25 75 1% (fuzzy-c means,
FCM)RE I 5 45 v 50 e £ 5, 55 07 650 00000 {0 AH &5
B R E 73 2R A S B, Tt T — b 2
B VN ZRECE 0L I Eodhs 71 FCM ) 22 g 56 HE 2 1Y
B s Boluki %17 3 T & R IE XA 2 i —
FROHE SR, 412 ) — BT (19 5 30 E 48 4 365 725 s Maruyama
SEUIRE T BT BROG B 1 22 43 A Y 2 M A AL oy
DUt 75 e e 1)t D) K g - SE TR A 1 DL 7 B
EROEVALE TR IRV

IR S I M AR A 3 T 2 AR B R By 1Y L A I
LA L o 3 T S S A8 1) 22 i 7 vk L I A R
R4 38 7 v S B, AD 3R DL A R ME A R A
—E WA T AR A R S5 TRy A )L S TS AT fE
it 0 S AR ME R 3, 244 DL 307 5 56 A 3 A I 5 40
B KA R MG T R R RS TP
ol AT R EZ AR R, Bl Tran
%7291 F T Wasserstein FB B B B /ME , LR UG 56
P BE A 77 A HE — ol e M 5 Y HE JR A s PR K
S0 5 1 28 I 2% 11 BR KR ST B R AT DR T L DT 8] 2% ok
2 4% (1 2 B0 5 5 Esfahani %7 58 3 B 42 43 7
R 58 e B (5 B IR R T I e I i R A 1 1Y
B M T B T B A AR s Wong %
BT A e v S R A [ 1 ) SOk R v R e B i
BB ol AN 2R 00 i 7 AL ) 00 Ak T 1 10 9 3t 5 R
F g5 AR AR T M HE e ok 18 R A B — i P 1 e A
Sl BUAS T R RO X S SY T A RO Tl
B Bl 2] 5 0 A B vk SR B S I A R Ak T v
REA5 B0 4 4R 385 1 BE ) S 9 A9 S 00 2 8 Dl
Wi AL, HAH LG T AN DU 307 23 2 8 R0 32300 4 26 5
IEAEAE RE AR B2 A B 46 b JRE 7 B va 19 0 SR ME 1 6.
SRR AR SR T — B g A AR R I R

S I AR A Ay R A AR A 0 DL S8 e A o 4
BRI 7 12

I T )t Ak 889 Chippopotamus optimization al-
gorithm, HOA) , /& Amiri ™ F 2023 4E4 09 —Fh
BB R REOL AL T BRI T AR S By 4R
Y RAT A R | 38 A AN BT b 2 ORI 2R, 38 ) A
MR SRS RS PR TE A B
AR AR B A TR R A 1) A A B R
UF ARJE HOA FERLE 15 50~ AR TERS BEIR . 5 A A
JRy P e 0 A5 ol s AR SCHY £ TTRRAN R -

(D5l A A &N AT S ¢ 53 A 7228 S0
HOA 3 47 e, 4 i — g vy W) 5 00 1k 58 vk
(improved hippopotamus optimization algorithm,
THOA) , MUt 5 i 533 7 W SIG3 2 5 SH0KS B8 U7
1 A PEREA B 52 Tt

(2) FH T WO B A Sk Rl 1 B0 i
GRAE B UESE AN I AR L T — b e B 4R D
T B A SR 06 1 T vk DL ORGSR R S L
OO TE A Y T R A B 2 A A R A B
FAE S H b o E, 8 2k A5 2 B e 5 I T T
A Y43 28, G 3 0 HG AT R O s A R ME A R
T O L R G R S HER R A AT A Y 02K SCH

1 AR DRt H R EY

AR DL 3y 43 28 i o — b ik T DL S E B
SRASBTRN RN 2 UL I B 3 26 A i R O 1 Y
2 RH O T DR SR AR R AR R ST YL B — U 2k
FEARLE R D HEEARADNECOS N ZEBAEC m o, B
KRN

Cc={C,.C,,.C,"} (D

N DMHEARTE C; BEADEN N Hh
=102 om VARG SR R, B
MEARRIR Ny

X, =(x, s 09 sx,,)s r=1,2,,N (2)
Hofr o, FoR%r DHEARBIEA, WRE. =1.2,
.

LG E —DIFFIREAR y

Y= yesy,) €D
SR AT LAAR R AN 2R DL 3y o3 2 St B 5 A A
Ay JBTHERC, BSRIRER
P(C)H
P(y)
HI T p )X A 2 8 T DL TR p(y |

P, | y) =

PGy |C) (4)



72 g h % 5 o OH ¥ M

2025 4FE%F 23 &

C)p (CHEREI]. SEBMER p(C)) Ak THE AT A
FEAE D A3 p(CH =N /N. i TANE DL 30
3 2585 LA 00 25 Ak 57 1 SRy B T L PR A

Py lco=][lP&.ICH
k=1

=P(y, | CHP(y, | C))+P(y, | C,) (5
BEMER P(y, | C) P(y, | C))y+ P (y, |
C,) A AT Sy B U B0 T r T Ie.

TN R % S A R 1 B i A R 1 IR v 35
O3 AXWE .

1 G ,;>

g(y.ps0) = e ” (6)
v 2wo

P(y, ‘ (:j> :g<yk 9/1(‘/_ 35(7,) (7)

Hof e Moe g C; RARFEIRTE R I AR IER.

T SR A L U S A R R R (E h
v, BIET C, EMADMEBCRITE p (v, | C)). JFEM
RIECE AR

P(C,) o
P(C,; = d P C,; 8
;| P(yk]:Ilm\j) )

IMAREAS 2 Bl A f5c R Ak 14 I 36 88 5 P 40 &5
A2, 28 LT ad , T A4S B AN DL 307 73 25 48 1 A
)

V“b(E):arg(maxP(C)HP(yk 1Cc,)H)  (®
r=1

VA E SR A% ¢ DU Jr 73 J 5 B N 28 fE AR 3R DL
-3y 7 28 A5 1A O T F L e 6 MR 018 B X T 2 e
REHAT . AL G S L R AL AR B TAEAS b 1L
A A B A BEAT 73 T 3o 7 Ak P BE A iy B s R 2 AR
F4 B £ 15 T BE SR BN R 0 RBICR . SR T Y T
X A2 2% ELAR bR AL BB 4R R AR MR 4R
o 30 T 24 50 73 A 114 SE B0 M R s T s
T T S R AR P LS A S AT B R A AR AN
HAE. O TR A R AT SRR AR SR T
T S AR S Y S I R M i DT kL B AR
FUAT BB ) T OC AL 30 45 2 Ko 46 X0 Se 5
LA 1 > BEBEAT DU AL o B 4520 S 25 BE A8 T 4 1 3 17
ST IR B B A R R R R R — T g
B 48 BT SR AT B AR A Rk

2 ASMRAEERH R

AN AT IR AR 54k 5k (HOA) &
LR T el 50 fB B (THOA) B9 Btk 3R
W&, I8 1 T THOA MR E 4.

2.1 HOA N\'48

] B LA SR S — R B iy oo s R L&
DL I AL I A Ak e AT o R kL T ot
A7 B o A9 e A1) A IR I Tt 3 v R A6 R,
Tt B 10 B 1 R s LA K 3k sl A 6 0 kL T S AR
FRBE D REAS [ 3 N7 M O] A 48 2R 2 (] 1Y S BT R R4
FEH R PR T o A R B A
2.1.1 #thfk

WA N B ERE I om AR
A KL A ) i AR BT A R A E, R
A N Xom BYHE R R, B 2 R AL E AR
T Ak ) S0 1 % 35 fi

X L1 X

. X 1om
H
X=X, =\|x: X, x;
:
_X N Nxm X N.1 XN X N.m | Nxm

(1o,
SAEGARAC LI T B Rk A 18 OB T A
W1k A B Be BE ML AR 180, 22 Xanh
xy;=1lb;, +r(ub;, —1b;),
for: =1,2,-*,N, and j =1,2,-.m (1D
Hop &, RoRER ¢ DRI E - 20 B 1 Z1H
RUBEHLEC, =) Rl ) S R 56 j AR B Ry b
FRAT FR.
2 W (1% ¢ SO T 7 el DR WA W
7 E5 R0 ph L JSCAR PR T S /N By 2 UK
G S R SRR 2 R V1 = N A A S
LATE 17 JBE (B A o o i 22 1 e 000 A of 0 A R 1 o
Shy ] bR Al T SOREAEL TR T S BT
A EL HE DA A AL 2 A D o R TRT B B4 07 BB R A
T HrR

. Mhippo ___ -
11/ _11] +yl '(Dl\ippo leq)

fori=1,2,--, {%} ,and j =1,2,+,m (12)

Hodr o FoRW L IR B o) R g IR S
FTAT ES LB 5 Dy 2278 ST S5 A7 B, B2 A DR
T RE AR B AL E sy, Ron 0 B 1 Z A BE
PLEG T T Ron—MEDy 1802 BEHLAS 5.

W/ INAT B A1 A 25 B T RET] 5, 76 i 5] i A BL
W8l T AT /N B i B R

1,1"leipp0: Lij +hl ° <DhiPP0712 .I?AG)’ T>0.6
v =, else
(13)



AR LA T SR A DL ST A SR BRI A 73

M

x,; Thy e (x);
|

x;torge

¢ — Dhip[)o) » 1y >0.5

m

1
(i —x;), else

2
Ho o, R WEFRE AL E o Fom N EH
JE B /INAT B (7 B by ke, S A R B BIL B4 R T
.ol R R R A — L S 47 OF 1
B, rors Fn R0 5] 1 2 0] BEHLEL.

BT EARB AL T N

fori=1,2,--, [ﬂ} yand j =1,2,+,m (14)

T:exp<—ti> (15)

T FoR R T EARBN AR LM W 1, 0 i
EAREL 1 AR EAREL WA F T KT 0.6
TSR WY /N ] G L 5 028 B g 0 5 U A AR — 4> I
A2 rg KT 0.5 B, R B/ 55 3 B0 L B
SEATYTERE 1A J] LI 3 5 5 ) /N i B s 1 B4R, if
EEMER RSB a AL A S 2E i B B,
SR P AT BN VAT T S A A 3 N R A T
SR IZA 1A 4 BT Ry e AT AR
2.1.3 Y] I B A A
1Z B B A 401 T ) I TG AS [ A B T A Y
BiEAT A, B e R N BRZ ) B AL A WAl 2 3
AL E AR .
2 = g e (2 — ) (16)
_\ Pt | an
Horp el S A AL E e A 0 B 1 2Z (8] B B
BUEL. d SR i LT B4 3 22 1] A K LG B
WHEAHEEN SRR EEHEE R
38 CAHGR AT R o R 2 TS [ B A B S R IS
[Fi) P 45 i Gt S A B B 09 345 07 R AR T T 5, i
S8 ) 4 B 38 JT 3 D 8 gl 0GR L e =z
Hyox T4 A 2 I I A R B8 Bl R
AN TR
R, @ oo

RL @ Ii’mkuor +

HippoR

B ( 1
JFp. =F
(('—eXCOS(ZTtg)) 2><d+r9> Franor; = Fi

(18)
Oy e {1l AR SR T X Al B SRS Y L
R, IEEJQ Levy 73 B BEAL 1] 5, 3275 007 B 19 R 9%
AL 35k A R AR R AE ). B oc e g AR IXEIL2,

47.[1.2].[2.3].[— 2x.2x] Z A A BEALAE &E. 7,
FR A0 B 1 ZIE B REHLEL.

TEIX AN S b, 4 2R SR Je Y o7 3 R (R
Y A A R D0 A BB Sy S AR B
BARM R RS T B E RS B
FIVES = By BOAR AR A B, A R0 T S RE ).
2.1.4 Tk EREH

W BeBA ) B Jo v o AR R L B A
I e kO I D0 B R I R AR A R ] L B ML
Az R B4 R AR LA R R Tk A R 1
T 328 W0 406 /0N 5 AH B 22T 30 O S 14 i T AR b 48 R 1Y

[ERARY/AE- W I IIWN
TP = Ay, . [Z]Jrsl . (;—;)J
fori=1,2,,N ,and j =1,2,+* (19
Horfr g e Eﬁ%%‘é%ﬁ?ﬁ)‘ﬁﬁﬂﬁ t jﬁn_ﬁ{}\
Borio s EXEL0,1] BYBEHLEL. TEX Al B,
T SR T JE A AR N A DG T4 I e A4 )
B4 g

e N — W AE AT LR AT R & i = A4
R B A 0 e S AR R R SRRl L R AE L N
1H B H 53X Wk ™ A B B A R AT TR, DA
WA T 5T e 0 R T 30k 3 o KA AR R B, A
(DB 85 RERNEL S

2.2 IHOA

W AR AT LU L HOA B0 58 £ H
R P14 WS SICE v BE 1 T M A TR I A S B
AR AR L DT R 380 o A Ao LR 2 B 3 1
AR BRI T R A BE AL AR 5 7E R 5T S
YRS B AT B, FLAE 5 B A R R A IR L
T v M 2 SRy PR A SCHR T e R L L T
ZEIEPSIAT B A E Sk R Bk
TR % R LR 5N ¢ 4 A AR S SO
55— BB R AT AR S5 TR L ok G L A A JR) B A
P o DS 1 5 B 0 1) 4 JR) 18 2% e g R RS A
2.2.1  HiEWARLMEAE

TR R R 4 R 4 R RE O DL R
Y JR) RS R e ) . o S i R B A R R AR, ' —
SRRV RCTE T o DL I P A B B AR R
AEJ7, R R

r(;:a—[bx (})}Z (20)



74 g o o 5 E M o M

2025 4R 23 &

TEJE IR HOA 55 Z B Be by o B 1) 5 1) 5058
FCE S 0 3 1 Z 8] B BE LA, /i) L5 58 42 5 e A
T 5 2 7R 25 8] vh BE AL A OB 0 00 7 2 Y 6
B B 0 B A0 A S AR A BE P il
SRR AT —E By (A).

WO T ) P T S A A Y TR A S R
B

1:24““)0 =z, treey* Dy — Lz, 2D

R R 2l T B A A 8 R BT A SR

JI7R
e {~Tij +hy o Dyye — 1, « 2y T >0.6
H, else
— 2yt hy o (2 —Dyp)s 1 >0.25 71
:_{d+r7-u¢—zp, else
(22)

WG AGZAE L AL E L S Y
TP ] Bk AR AT R EE T 2R
BRAEERFEHERETRY EE TRTEE;
/INTA] L RS T B AR AT 2 R R R
S 000 Ao R ] R 48 R L Ok R R A A R S R
48 RBE 153 1 - F.
2.2.2 HIMEN ¢ 534S SR

¢ oA SRR N 2 A A, R S ROA
ns A n 20 ih 2R TR 35 SR BRI il £
RN = IV B W 5 7 /25 s (A o
n a1 T IG5 I ¢ 3 A 453 v i o A

T S AR A SR 2 Y] I TR R 3 R A 2%
PR A £ 5 N > A 2 SR JBCTAE L 422 3T 1 SR L 3 T B
SR HWSCREER T E 22 AR s L. b T
kX FOIR O FATTTE MR E R B F I A
A ¢ A3 A S 7 A A S A AR D A R A 1R
() 22 FEE R S B AR i B UG RE T BT A U R

xi=x;, +x; « T) (23)
Horp 2 R85 5 B AR E o Kom N
i AT AR S AR AL R T () Rom Ry LU
EARUE  ISHCA th R 2 A 0.

SIAEGE N ¢ 5348 5 05, B A AR B 1
T B R A PG AR S 5 e B S A 0 R B 4
K AR RV B A B A2 R R, W AE 5
AU Jay 3R TF A k. F 2 A 2 8009 A 1k
AT AR AR A2 Bk =) 3, f2 HE U 80T 42 SR e AR
PT WSHRE

P HOA #ERE G E 1 i,

Initialize individual population

Update the optimal individual

Using rg and judgment conditions
to update the positions of two types|
of individuals

Generate mutated particles and
update the optimal position

L ket o R A B 0 i R A

Fig. 1 Process flowchart for improving hippopotamus

optimization algorithm

FATE A WAIRD 1T AR DUt 4326 % (NBO)
F0AT SR ASR B C(HOA) 1y Ji 38 K v H L 9 X HOA
B FARPEREHEAT T — 2 ik, £ T — b e e
PeAEE L (THOA) . & G2 1Y DL 3 73 S 85 75 B E Se i
WA AT I T 3 59 43 A B 2 00 16 2, 3K 7E T X &2
AR AT B S B R REAEE. S T iR —
JRIBR T  BRATTA T THOA SR At b Fh 2 DL 43 26 2%
) 516 9 M 8.

3 EFIHOAWNMETHERE XL

H BRI A A B0 T A R AN R DL 2B o)
Ky SR UL, VA THOA (948 4 =i fiE
BB E S AR e AR TR T — R AR R
0 7 e 50 A R A4k 5 5 (Naive Bayes classifiers-
improving hippopotamus optimization algorithm,
NBC-IHOA).

SR ARAL R oy B Ay i Sead i I 2 A o K
b2 A5 DA B AR B M o SARUERZ o5 W) IR
AR REA AT ) H b — A e R p



% 5 41 AR LA T SR A DL ST A SR BRI A 75
p =l say,rxy ]’ @0 Step 1 4 R G A3 Kl A A b 47 B4k 22, 5 2

Hrp o A<ii<SNO W& MEALE T E T 2,
TR R,
R A — AN SRR AR p I A2
B r9AD 2R DL 43 2R S S E A
x, 1—x,
x, 1—ux,
P= . (25)
xy l—ay
Wz RAH P SINESE 1o 1ENRIUE
ERFNR I RS MASE. GE P (y, |
Cpo L BE T4 C, ERYATHE T R HIREA y 18R
A BUER v, B9 SRAERER L R B
Py, | CO=g(y,spc soc) (26)
Py, | Cy,) =gy, spc,s0¢,) 27)
18 3o A ST 6 AR T A R AR R T A K
FEAS y, ATEE XS BEAS K] C, 5 B3R5, fr
FIREA y J& T2 C, 525 C, BISFMER T .

R
oy
P(C, \y>-ﬁ?;3;E[P<yk| C) (28)

11—,
1P C, 29
P@)E (yve | C» (29)

BEIS A NBC X [ &y #E47 7028, 5 B il %
A
P(C, | y) > P(C; | ¥,
fori=1,j=2,o0rj=1,i=2 (300
M P(C | y) BRI M y BIARS R C. i
ZEMARE A 23 1 53 78 e KA B S5 300 A8 3 BT 4 5 1Y)
Jerh. Hy b AT AS B 95 I AR 2 O 5 5 AR AR A H X 1S
B 2LV R (accuracy) A (x) IR fE I AE 4
RN .
TP +TN

A =P TN+ FP - FN (3D

Horp TP 20N IE S0 IE 8RR AR s FP 2 4 9
A TE 2 A RREAS s TN J2 o 1 Sy 67 2 i) £ 28
FEAS FIN S 000 O 6 28 19 E 2R RE AR S0k Ak
b AR o B3 B BE (A (fitness) B R 230 K UMEH E (accu-
racy). K UERR R AE R THOA BITEMF8 55 . 46 30 0iF 4
R S M R AT 2% A TR S 15 B R A A S o
R A o FUXE R S ARSI p . B KRR
AT poo TS,

NBC-IHOA Jriku B mE 2 i, Bk
BEHEAR T .

PC, | y)=

7 e [ S g Tk SR B S

Step 2 PG ATl BE A 1A 15 2 9] 46 e 50 MEHe 4
p - 454 R U 2R R A A B 00 BT S8, X 56 TE 4R
I3 AT B 2 AR B 35 1 BE 5

Step 3 BT >4 Aif foe 03 1 B H 5

Step 4 — 2P Bl BEA R AE Sy B 1 VAT 5 5 4y 5
i AR D AN 22) T LB P - 45 A
RIS RO B0 UE 4R BEAT 43208 49 30 & A 1A 110 3 B BE
F 3 I B B A S A A Y B

Step 5 B & Step 4 H 3 ik B B E 5 I R L, £
A28 — By B Fe oA AR 5 3 1 B

Step 6 fi /A2 (16) BEAILAE Bl 5 07 & L iR
P F AN O, ) — B AR A ()
SR IR A A 2 (23) 7R AR AR AR A5 3 B
(VA=

Step 7 BB SELT p s XTI UEHE 43 2K
A5 30 2% N 1A A 35 0L B S B AT TR A 5

Step 8 & Step 4 3| Step 7 Z A B, H 3|
K BRI E PRI AL, R — B B i B S
IV

Step 9 % ¢ EIEH 1;

Step 10 AR AD EHMEALE poos s

Step 11 #% B[] A% 7 2 000 4 A 1A 00 38 B BE
o #TF BB AR 5

Step 12 & Step 10.Step 11 BT, H 33k
BB 8 PR B PR AR I B L S
BB 5

Step 13 H & Step 3 | Step 12, H 2|3k F| M &
BEARUEL i L e LR MR po HIENE A

Step 14 ¥ i THOA {1k 73 2 /9 5 56 #E %
P vese T DU A DU U7 ABE A0 B I 4 50 Sy o 26
XoF LR 28 PP AL 43 28 i %2

4 HEEH

4.1 BRGEIEE

AR —A VAT R B 0B KR
GERVEAT RG] E. RGN — AT U1 51 8
boost HLi#& , FFN A UNE 3 Fr . %4 B R G0 i
A O AE E LT L 285 o B T L B2
BRI — sz U1 T A T A8 B2k, DY e D) 48 1 56 ml



76 g % 5 & O# ¥ i 2025 4E5 23 5
"""""""" Danbocwstg | | Alostmopmasion | | DanClhsfiston |
System Bayes
p,e.,e@ D |
Classfy the validation set based '
e z L] %
of each individual ] Data !
' (Classification| |
o e e et i :
and update the optimal value i H
o i
individual and update the P
optimal individual : 3
Data set 1
Generate 2 safe locaion Prews
e e H% '
=1
Similar to the previous steps, obtain [
the fitness of each individual and \
update the optimal individual
Kl 2 NBC-THOA ¥i &l
Fig. 2 NBC-THOA process diagram
NS PrELEK 0.3 s, i h 55 52 (5 MR 1 (SNR)
Vi 5 dB Y i R A 3. AR SO B DI AR R
u_| N S0k 20 Q.10 Q DA 2 Q =R B, 3 i )4 A
] c L B Pulse, F IR YR G0 B AT R 5 119

i SO SO N B RV RN EOR =R & N7 R = P
Pl 5 43 2 e R B ) Eb. A Rh A B0 K1) 4 15 2
HIIZRER g 24 000 DFEA g1, 35 Uk 42 5 0 ik 4 4%
9 6000 MFEA AT, Y ZRAE (TR uk 4 K I 4R 1 Kl i
FbE R4 1: 1,

R
Pulse, putse, [T} J -

SRR N SR (g A

Fig. 3 Simulation circuit topology diagram

DI a5 T O U s o B o [t i T RS2
A7 A AT sl G A FEAIL R P TR 7 TR S R R A Y
LR ARG L 2 5 HABOE A5 RN R A [
2 X i A L T i R T B AL MR P LA 4
PR R G FLAA A B YR B SO0 N A W 1 B AL

4.2 IHOA Ffixttk

AR S BN R YT e A5 5 ok R B UL e R SR E
TERA T RGE LAY 7 A [ 20T /9 015 2 8L

Fofr L e o0 A Ti) 725 S0 M 75 46 8 DAABE 45 52 B R 6 1Y)
Hoi i . SR 4R 2 o8 B B T IR B — IR S T R
0 S A AR SR AT AL AL R Ok
RN 5 REAE.

RESHEEWM T MARE U K 40 V, LK
L A3e—3 H, A C Hle—d FIFRMR f
J910 kHz, 525 D 0.6, £/ % R, A 50 Q,

B8 AT 3 A7 5 1 O Pk 5 2 o A SR Y X L.
THOA 5 #1832 (SAAY Uk T BEE %
(PSOAH™ | HOA™ | # /K K i b & &%
(GOAP™ FE VKA AL 5 1 (RIME) ¥ 78 A [W] B #3
I Ji) B B AR R D)4 £ 4R 3 9 R B R 42 2 4T 10
RIS B i 2 9 S 9 E L X e 25 SR ] 4 B s,
P e il 3 25 1R U B8, G0 B R 3R 40 2K 1 o A R



5

AR LA T SR A DL ST A SR BRI A

77

THOA Je H b 3 A A0 S5 Al BERLAR 7 =20, ¢, =
50, R WE N0, 1] FATLAGEFH L 0.6 = 0.4, 171
710 Q WSS B, o R G AR S 5 A g R
FEEHATEAX L. WK s XE 6 . ks Al
G T A B A7 B IR U B R B R Sk R T
M % BETC TR S R AT X 43 28 385 08 T 4. i
6 ] L NBC-ITHOA M K5 . £ 4 F R G W o 2K

Comparison of Alogrithm Optimization

0.995
o
0.9945 1
0.9944
X i
5.0.9935
2
£ 0993
5
20,9925
0.992 e
0.9915 _;fo
FIME, J . L J
099155 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
Iterations Iterations
(2) BEEFH, 0.7:0.3,51% 20 Q (b) BEEF I, 0.7:0.3, 713, 10 Q
(a) Resident ratio 0.7:0.3,load 20 Q (b) Resident ratio 0.7:0.3,load 10 Q
0.077 1 Comparison of Alogrithm Optimization
0976547 0.995
& 09767 © 0.99
§0 9755 §0 985 ;
< 0.975 —— | 0.98
0.9745 —orer L0975
- —-coa
0.974. wel| 097, |
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
Iterations erations X
(c) BERGEL 0.7:0.3, /1% 2 Q (d) BEEGH, 0.6:0.4, 7% 2 Q
(c) Resident ratio 0.7:0.3,load 2 Q (d) Resident ratio 0.6:0.4,load 2 Q
0.9 98Compan'son of Alogrithm Optimization‘ 09775 Com, »ailﬁ;i];lg ?.13%{}251 O timizati'
ST OROo——————. s 7
0,996 et 09777
/
09944, 0.9765
X I X
$0992 S 097 |
® =] =]
g 0.5 509755
3 3
«0.988 ——wea | 0,975 | =—
——pson | ——Psoa
0.986 == 097451 iy
od — —GOA : L] - = =GOA
0.984 RIVE RIME
0 5 10 15 20 25 30 35 40 45 50 09740 5 10 15 20 25 30 35 40 45 50
erations Iterations
(&) BEEH 0.6:0.4, 5% 10 Q () BEEFLE 0.6:0.4, 7% 2 Q
(e) Resident ratio 0.6:0.4,l0ad 10 Q (f) Resident ratio 0.6:0.4,load 2 Q
0506 Comparison of Alogrithm Optimization 0.998 Comparison of Alogrithm Optimization
0995 3 0997 ‘) e
0.994 0.996 o
§ ]
20993 o 1 ool
20.092 i rson| | 220-994:4
£ 001 i e 20993
g e e || 30,9921
0 9300 1 099 =
. 0.99+ ——IHOA
d —o—ssa
0.988 0.989' -
0.987; 0.988

0 5 10 15 20 25 30 35 40 45 50

Iterations )
(g) BERA I, 0.5:0.5, /13,20 Q
(g) Resident ratio 0.5:0.5,l0ad 20 Q

0 5 10 15 20 25 30 35 40 45 50

erations
(h) TEEF L 0.5:0.5, % 10Q
(h) Resident ratio 0.5:0.5,load 10 Q
Comparison of Alogrithm Optimization‘

0.978

0.9775

=
o
3
2

0.9765

Accuracy/%

[
o
]
=)

097554

0975 i
0 5 10 15 20 25 30 35 40 45 50
Iterations

DFEEFF0.5:0.5,1F2 Q
(i) Residency ratio 0.5:0.5,]load 2 Q

B4 AFEEGT NBC-THOA 5 H A8 s F 00 % b4t 3
Fig. 4 Comparison of optimization results between NBC-THOA
and other algorithms under different conditions

4IRS R R B A HH ) A

Output
ﬁ
120 |
‘\
100 1| |V S—
|
80,\‘\/V¢-——-
> |
= 60l
1
401
20L
0 0.05 0.1 0.15 0.2 0.25 03
Time/s
B5 BEELL0.6: 04,548 10 Q 1E LT Mk

Fig. 5 Output under a residency ratio of 0.6 : 0.4 and a load of 10 Q

True Output And Classification Output of Subsystem?2

0 500 1000 1500 2000
Sample point
(@ TRFEINFEERGFIGES W
(a) Comparison between the classification results
and the original signal in subsystem 1

20
ol
20 500 1000 1500 2000 2500 3000 3500 4000
Sample point
b)) FREWAABEREFBFES L
(b) Comparison between the classification results
and the original signal in subsystem 2
6 HF NBC-IHOA #4345 0 5 FIG 5 5 Xt L
Fig. 6 Comparison between classification results and

original signals based on NBC-IHOA

IHOA 55X SIS B B LM py.
KOt o BEA CRPHERR B, 3R 1 iR, RGN T
AN TR 5 BR B[] L SO () B 4 fr 2ot 9 R T L 4%
PEACTRE BT A (B L Je o it 38 5 B R MERfR . 7 &
SR 2, T R G D e AR 22 L Ry
Pres P (1= P BT RAG G RAFHIAA L T 22 L
B ME R, A SCR LR J7 25 i 45 31 19 S5 36 i 6 e 15
PN w4 R MER R, H THOA B9 3401 RE A X 3
A AR RS

2 1 ] HIFEAS RS 60T A8 L o 0 R 4825
B GOA 5 HOATHOA 76 S5 B I 3 B -
15 3 B L4 R il 197 2 2 AU R /D T X TR



78 g h % 5 o OH ¥ M 2025 1F58 23 &

iz 2% () AU IR fE ¢ AL M DR R R 19 3 1 .

Rl BEHESRERRINEDLERE

Table 1  Optimization results and corresponding classification accuracy of each algorithm

R/Q
Resident ratio Algorithm 20 T o T 2 T
””” Prw  Accuracy/% ¢ puw Accuracy/%  t Py Accuracy/% ¢
NBC 0.7 98.93 0.7 98.38 0.7 96.78

PSOA 6.23¢—02 99. 50 17 1.06e—02 99.70 24 0. 4794 97.68 20

HOA 7.14e—02 99. 50 6 1.18e—02 99. 70 11 0. 4576 97.68 21

0.7:0.3 THOA 8.95e—02 99. 50 3 1.03e—02 99.70 8 0.4781 97.68 6

SAA 9.48e—02 99. 50 28 1.58e—02 99. 66 / 0. 4599 97.66 /

RIME 9.70e—02 99. 50 16 8.90e—03 99. 70 17 0.4793 97.68 24

GOA 6.24e—02 99. 50 5 1.06e—02 99.70 10 0.4788 97.68 33
"""""""""""""""""" NBC 0.6 9767 o6 9848 o6 otz

PSOA 1.70e—03 99. 38 / 1. 14e—02 99. 65 / 0. 3329 97.74 /

HOA 1. 16e—05 99.52 44 7.6e—03 99. 68 18 0.3323 97.175 19

0.6:0.4 THOA 1.10e—05 99.52 15 1.9e—03 99. 68 8 0. 3320 97.75 9

SAA 4.60e—03 99. 24 / 1.38e—02 99. 66 / 0.3117 97.72 /

RIME 1. 84e—04 99. 48 / 3.9e—03 99. 68 18 0. 3317 97.75 37

GOA 9.59e—06 99.52 19 7.2e—03 99. 68 9 0.3328 97.75 32
"""""""""""""""""" NBC 05 9sa7 o5 985 o5 963

PSOA 2.30e—03 99. 50 / 8.95e—04 99.78 42 0.3977 97.76 /

HOA 1.10e—03 99.52 16 8.82e—04 99.78 30 0.4069 97.76 /

0.5:0.5 THOA 6.49e—04 99.52 9 8.7le—04 99.78 13 0. 4202 97.77 7

SAA 4.20e—03 99. 47 / 2.80e—03 99.73 / 0.3941 97.75 /

RIME 5.62¢—07 99. 52 35 1. 87e—04 99. 77 / 0.4232 97.77 35

GOA 8.88e—04 99.52 10 8.77e—04 99.78 24 0.4211 97.77 33

. K2 AEABRBETERENSTLEBEIL
4.3 NBC-IHOA FFii%tEE Table 2 Comparison of classification accuracy of various

methods under different data conditions

F T K F NBC-THOA 943 25 RE % 9

R/Q
FIIFSL T 4P NBC-THOA Jr ik S0 R AR S50 0 00" Meoritm 200 T
22 W X0 70 3k 5 1 43 2 L 90 28 BIURR 2 1L o Aceuracy 5 Aceuracy/ V4 Accuracy/ /i
NBC-THOA  99.35 99. 67 97. 52
Wi 2648 (NBO) | i i fie & B4 (GMMD LK ¥ i 2R
NBC 98. 92 98. 52 96. 65
e (Kemeans) SCRFIEEILCSVMD Jie /b — e S5 1) GMM 98.65 31. 60 35. 00
HEHLCLSSVMVD LL R BR 4 J AL CELMD 55 F2 3 73 2% 0.7:0.3 K-means 98. 50 97. 87 69. 45
AN B AT RE 55 RN 2 IR, 4R AT um esso e s
{ELURRE S 554 0l B b 00 R S K 4 b, A s esas onse owss
R NBC-THOA B A B 4F 1) 53 KRB 24 1 48048 ELM 99.18 98.78 91.12
fefe e, Wik T 2 G 50de % 5 8 W . NBC- NECIHOA  99.35 ¢ 09.70 07.62
THOA e/ et R LR T HM B LA —E W NBC 98. 60 98. 47 97. 05
e84 T Y Y e gk BB /N, NBC-THOA F i 0.6:0.4 GMM 98. 70 96.57 44. 87
SRR — 5 M . RT3 T RO e 0 4 Kmeans — 98.52 9.8 58.90

AR 5 SE LR TR 40 . LSSVM_ of5T  omas w0




55 1 AR B A ¢ ik TR ) B A DL 3 A 2 R E 5 79
gx
o RIQ % ;
Riiljzm Algorithm 2 F) 777777777777777777 l ()2 777777777 Z %iﬁﬁ
Accuracy/ % Accuracy/% Accuracy/ %
0.6:0.4 VM 98.52 97. 80 95. 33 [1] PASHA A, LATHA P H. Bio-inspired dimensionality
ELM 99. 22 98.73 95. 50 reduction for Parkinson’s disease (PD) classification
--------------- \IBUIH()A994%99689752 [J]. Health Information Science and Systems,
NBC 98. 48 98. 30 97. 20 2020, 8(1): 13.
GMM 97.18 96. 90 54.82 [2] K/{kﬁl ’ %gﬂl ’ IH—%: ’ % Eﬂé k*mcans Egéﬁ%?ﬂ:
0.5:0.5 K-means 98. 50 97. 80 49. 45 6}1:)?&(}/‘-':%@%@1%%%%%[]] i B A,
LSSVM 98. 53 97. 98 94. 85 2024, 48(D): 6570,
B CHEN D, CHEN Y H. YE Q. et al. Biomedical
SVM 98. 50 97.78 95. 15
image classification algorithm combining k-means
ELM 99.18 98.70 95. 65
and multidimensional feature analysis [ J]. Informa-
tion Technology, 2024, 48 (7). 65— 70. (in Chi-
5 %i@ nese)
[3] skek. &F&RM8. skmbed, 5. MYUR 5 R BRTE 1Y 48
VU WAL S 2R B e v JEHOR AE T A T e R AL AR AT 0. ol I B A
2 PRI /INRE A 0 B, S 6 A R A B 1 G Oy 2024, 46(2): 128—139.
TR X — ) IR AT R T —Fh O vk el ZHANG H, SHU J C, ZHANG X J. et al. Identi-
BRI ZERE A IS B 44 bR 2 I 9 7 22 ZE i A fication and whole genome sequencing of a duck-de-
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